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Basics, Motivation and 
Contribution

Section I



In A Nutshell...

● The aim of this research project is to accurately estimate the number of occupants in a 
room using non-intrusive sensors only.

● Supervised machine learning models are used to gain inference about occupancy count 
from the deployed sensor nodes in the room.



Motivation

● In buildings, a large chunk of energy is spent on HVAC and lighting systems.

● Studies have demonstrated energy savings upto 30% in buildings where the occupancy 
pattern was known.

● Existing approaches of using camera, RFID, smart wearables and WiFi are either 
intrusive or privacy invasive.

● A lot of research has already been done in the field of occupancy detection. 



Our Contributions

● A new dataset formed by deploying multiple multivariate sensor nodes in a lab.

● Accuracy and F1 score reported for different supervised ML models trained on various 
combinations of features, both homogeneous and heterogeneous.

● Data preprocessing and feature engineering techniques discussed. In particular, a new 
feature was derived from CO2 readings.

● Analysis with PCA (unsupervised learning) done to see the performance of a 
reduced-dimensional dataset.



Experimental Setup and Data 
Collection

Section II



Experimental Setup

● A WSN with star topology was 
deployed in the lab. 

● Data logging network with one Master 
and 7 Slave sensor nodes.

● Slaves transmit to sink every 30s.

● S1 - S4: Temperature, light, sound 
sensors

● S5: CO2 sensor
● S6 - S7: PIR sensor



Architecture of Wireless Nodes



Sensor Data Sampling and Transmission

● Data from sensor nodes transmitted to sink every 30s.

● Temperature, Light and CO2 sampled once in 30s by Arduino.

● For sound, continuous sampling done and the maximum peak-to-peak value achieved 
in 30s is sent.

● PIR polled every 2.5 seconds. For even a single motion event in 30s, a ‘1’ is sent (else, 
‘0’ sent).

● Master appends data packets from each slave into corresponding .txt files after 
appending the time-stamp.



Data Preprocessing and Feature 
Engineering

Section III



Dataset Formation

● The data was collected continuously for four days => over 10,000 data points!



Dataset Formation

● 15 sensory features and no derived features.

● The raw dataset collected by the Master had missing values, time skews and no ground 
truth.

Feature 
Engineering Preprocessing



Data Preprocessing

● A few seconds of variation was present between the arrival times of packets of different 
nodes. We merged the time-stamps within a given time frame into a common vector.

● Feature vectors with missing data were simply deleted.

● The manually logged ground truth of occupancy count was appended in the last 
column.



Feature Engineering
● CO2 gives excellent deviation to the 

number of occupants. 
● However, it takes several minutes for 

the readings to rise/fall to a steady 
state.

● A new feature was derived in the form 
of slope of CO2 by which we can infer 
the rising or falling trend of CO2 
values.

● This was calculated by fitting a linear 
regression in a window of 25 points at 
each instance and calculating the 
slope of the line. 



Machine Learning Algorithms

Section IV



Linear Discriminant 
Analysis

Machine Learning Algorithms

Quadratic Discriminant 
Analysis

Support Vector 
Machine

Random Forest

Principal Component 
Analysis

LDA QDA SVM RF PCA

Supervised

Unsupervised



Linear Discriminant Analysis (LDA)

● Assumes a multivariate Gaussian distribution with μk and Σ for class conditional 
probability P(X|y = k).

● The predictions are made using Bayes’ rule-

● The class prior probability P(y = k) is learned from the training data along with μk and Σ.

● No tunable hyperparameter.



Quadratic Discriminant Analysis (QDA)

● Assumes a multivariate Gaussian distribution with μk and Σk for class conditional 
probability P(X|y = k).

● The predictions are made using Bayes’ rule-

● The class prior probability P(y = k) is learned from the training data along with μk and 
Σk.

● No tunable hyperparameter.



● No assumptions about the data.
● Each n-dimensional feature vector is a 

point in an n-dimensional feature 
space.

● SVM attempts to fit an optimal 
hyperplane between 2 classes with 
the help of support vectors.

● For k classes, k(k-1)/2 classifiers.
● C: penalty hyperparameter.
● Non-linear boundary with kernel.

Support Vector Machine (SVM)

Image Credits: https://en.wikipedia.org/wiki/Support_vector_machine



● A decision tree is a tree-shaped 
structure in which each internal node 
represents a logical test on some 
feature and each leaf node represents 
an outcome class.

● RF is an ensemble of DTs grown on 
some part of the dataset.

● Classification and Regression Tree 
(CART) algorithm used for tree 
formation (training).

● Hyperparameters: n_trees, 
min_samples_split, max_depth. 

Image Credits: https://www.displayr.com/what-is-a-decision-tree/

Random Forest (RF)



Principal Component Analysis (PCA)

● PCA is a dimension-reducing 
unsupervised procedure in which a 
dataset having multiple and possibly 
correlated features is decomposed 
into a set of orthogonal components 
that capture the maximum amount of 
variance.

● This procedure is scale variant.
● The reduced dataset is then fitted with 

supervised models for performance 
evaluation.

Image Credits: https://www.analyticsvidhya.com



Experiments and Results

Section V



Experimentation Logistics

● 10-fold cross validation.
● Accuracy and macro F1 score (necessary since dataset is skewed) reported.
● Scikit-learn in Python.

● Normalized training data used for SVM.
● Linear and RBF kernel used.
● Penalty hyperparameter tuned for each feature set.

● “n_trees” tuned for RF and kept at 30.
● “min_samples_split” tuned to prevent overfitting.

● Phase I: Homogeneous fusion.
● Phase II: Heterogeneous fusion. 
● Phase III: Dimensionality reduction using PCA.



● CO2 slope feature shows promising 
result.

● CO2 + slope fusion further increases 
the performance.

● Light gives the best performance with 
an F1 score of 0.929 (Linear SVM).

● Temperature, second best with an F1 
score of 0.73 (RBF SVM).

Phase I Results



● One sensor type at a time added in a 
greedy manner (light considered only 
in the end).

● Complete dataset gives best 
performance with F1 score of 0.953 
(RBF SVM).

● Without light, F1 score of ~0.8 
achievable. 

Phase II Results



Linear SVM case for the complete dataset devoid of light 
features.

SVM with RBF kernel case for the complete dataset.

Confusion Matrices obtained in Phase II



● PCA done for complete dataset 
devoid of light features.

● Just 4 components give 92% 
accuracy and 0.72 F1 with RBF SVM.

Phase III Results



Conclusion and Future Work

Section VI



Conclusion

● A deployment scheme involving multiple multivariate sensor nodes for occupancy count 
estimation was proposed.

● Various methods to process large amounts of data obtained from the WSN discussed.

● The proposed slope of CO2 feature improved the accuracy and F1 metric.

● The results show a promising 98.4% accuracy of occupancy estimation and a high F1 
score of 0.953 using SVM with RBF kernel.

● An accuracy of 92% and a moderate F1 score of 0.72 achievable with just 4 PCA 
components without light features.



Future Work

● Extension of this model to large workspaces.

● Experiments with real-time extension of this model.

● Transfer learning approaches for faster training in multiple rooms.


